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Role des SE

\ g8 programmes dapplicagig,,

* SE = ensemble des composantes logicielles qui font le
pont entre les applications et le matériel

* Offre des services abstraits aux applications
(p.e. ouvrir le fichier "abc") et demande des services
concrets du matériel (p.e. lire le secteur N du disque)

* Responsable de I'execution des applications et la
gestion des ressources (matérielles et logiques)
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Attraits des SE

* Facilite la realisation des applications (services
predefinis)

* Applications plus portables (abstraction du matériel); le
SE est une machine virtuelle

* Uniformise l'interface usager des applications (qu'il soit
visuel, ou autre) ce qui contribue a la convivialite

® Centralise les politiques de gestion des ressources ce
qui permet d’en améliorer I'efficacité et de protéger
I'acces aux ressources privees ou critiques



Objectifs des SE

* Rendre l'ordinateur plus convivial (plus facile a utiliser)

* Accroitre I'efficacite de I'ordinateur (meilleure
exploitation des ressources)

* Ce sont des objectifs contradictoires qui menent a
des compromis dans le SE (p.e.: interfaces usagers
graphiques, multi-usagers)



Composantes Fondamentales
d’'un SE

® Le logiciel central du SE est le noyau (“kernel”); celui-ci est
normalement toujours chargé en mémoire

- Le “bOOtStrap loader s’occupe de charger le kernel

en mémoire lorsque l'ordinateur est mis en marche (a la mise sous
tension ou “reset”)

» Pour chaque type de périphérique (disque dur, carte réseau, carte
graphique, carte de son, etc) il y a une composante qui est

responsable de son contrble; les “device drivers”

* Pour chaque type de ressource (CPU, mémoire, imprimantes, lien
reseau, etc) il y a une composante qui est responsable de sa
gestion; les allocateurs de ressources



Au Tout Début

» Les premiers ordinateurs n'avaient pas de SE résidant

 Le programme eétait chargé en mémoire (d'un ruban perforé,
cartes, ou autre) a un emplacement préétabli et puis son
exécution lancée a son point d’entrée

Memoire

programme

- Des librairies de routines (principalement pour
diverses opéerations d’'E/S) ont vu le jour pour eviter a
les ecrire a nouveau pour chague nouveau programme
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Traitement en Lot

Plus tard l'utilisation d’ordinateurs pour traiter des lots de taches
(“batch” processing) devint la norme

Déf: une tache est un ensemble de calculs a effectuer; une sous-
tache c’est une partie d’'une tache; la taille d’'une tache c’est la
quantité d’opérations a effectuer

Typiguement, chaque tache correspondait a la lecture de données
d'un ou plusieurs rubans magnetique et I'écriture de données sur
ruban apres un traitement relativement simple

Pour minimiser le temps d’inactivité de I'ordinateur lorsque
I'opérateur humain montait les rubans requis par le programme, il
était profitable de grouper dans un méme lot des taches qui
utilisaient les mémes rubans

De nos jours les E/S sont toujours relativement lentes et
demandent une considération speéciale
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Moniteur

® Les premiers SE (“moniteur” résidant) automatisaient cette
procedure en enchainant simplement I'exécution de chaque tache

* le moniteur charge la premiere tache puis y transfere I'exécution

* ala fin de cette tache le contrble est redonné au moniteur
* le moniteur charge la deuxiéme tache puis y transfere
I'exécution, etc

Memoire
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Multiprogrammation

® Le prochain pas fut la multiprogrammation: plusieurs taches sont
chargées en mémoire; le CPU s’occupe seulement d’'une tache a la
fois; lors d'une opération d’'E/S qui ne peut étre complétee
immeédiatement le moniteur fait passer le CPU a la prochaine tache
(multiplexage du CPU):
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® Ceci permet au CPU de faire des calculs utiles plutét que de
d’étre inactif pendant les opérations d’'E/S
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Multi-tiche (“Multitasking”)

Le multi-tache ("multitasking” ou "time sharing’ R est une extension
de la multiprogrammation pour permettre a plusieurs usagers
fl utlllselr)3|multanement un méme ordinateur Fau moyen d'un
ermina

Le CPU passe rapldement d’'une tache a la suivante a intervalles
reguliers (“quantum”)

Chaque usager (tache), recoit une fraction de la puissance de
I'ordinateur, a l'illusion d’'étre le seul sur la machine

Le SE peut permettre un nombre de tache qui dépasse la
quantité de mémoire physique

Lidée de la mémoire virtuelle c’'est que seules les données qui sont
presentement traitees ont besoin d'étre en memoire physique
(pour un acces rapide)

Le SE presente a chaque tache l'illusion d'une mémoire qui lui est
propre (mémoire logique)
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SE Temps-Reéel

® Dans un SE temps-réel le SE place des garanties sur le temps de
reponse (le temps entre I'occurrence d’'un événement et la réaction
par le systeme)

* “Hard real-time”: temps de réponse maximal garanti

° “Soft real-time”: le temps de réponse est court
statistiquement

= Domaines: contrdle (robotique, freins ABS, machinerie), jeux vidéo,
multimédia, télécommunication, serveurs

» Pour atteindre des contraintes de temps serrées, il faut normalement

abandonner les aspects plus avancés
(systeme de fichier, mémoire virtuelle, multi-tache)
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SE Parallele

® Les SE paralleles gerent les ressources partagées d'un
multiprocesseur (CPUs, mémoire, périphériques)

= Avantages des multiprocesseurs:
* débit plus élevé: en théorie il est possible d’accélérer le
traitement jusqu’a un facteur de N avec N  processeurs
(cela dépend du degré de parallélisme de la tache)

* economies d’échelle: un CPU a tres haute vitesse est plus
cher que deux de moitie vitesse

* tolérance aux pannes: en théorie, la panne d’'un

CPU ne fait que réduire Iégerement le debit si le SE peut tolérer a
la panne
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SE Distribueée

* Dans un SE distribueé plusieurs processeurs sont
interconnectes en reseau (de type LAN ou WAN) et la
gestion des ressources se fait par échange de
messages

CPU coo CPU

memoire disque NIC memoire disque NIC

* La sécurite et efficacité sont des considérations
importantes dans les SE distribues.
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